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Abstract

Human mobility modeling for either transportation system
development or individual location based services has a tan-
gible impact on people’s everyday experience. In recent years
cell phone data has received a lot of attention as a promising
data source because of the wide coverage, long observation
period, and low cost. The challenge in utilizing such data is
how to robustly extract people’s trip sequences from sparse
and noisy cell phone data and endow the extracted trips with
semantic meaning, i.e., trip purposes. In this study we recon-
struct trip sequences from sparse cell phone records. Next
we propose a Bayesian trip purpose classification method and
compare it to a Markov random field based trip purpose clus-
tering method, representing scenarios with and without la-
beled training data respectively. This procedure shows how
the cell phone data, despite their coarse granularity and spar-
sity, can be turned into a low cost, long term, and ubiquitous
sensor network for mobility related services.

Introduction
Until the end of last century, the data source of trans-
portation modeling had come from manual travel surveys,
which are very expensive and have limited sample size and
update frequency. But the wide spread of GPS and mo-
bile phone usage has provided new perspectives to acquire
such information (Gonzalez, Hidalgo, and Barabasi 2008;
Wang et al. 2012). Compared with GPS and survey data, cell
phone call detailed records (CDR) can provide much larger
sample size and longer observation period. But the spa-
tial measurement accuracy and the average temporal sam-
pling rate for each individual are low. Another common
shortcoming of both GPS and mobile phone CDR based
trip extraction is the trip sequences are semantically poor.
Neither trip purposes, i.e. the activities performed at trip
destinations, nor the social-demographic information can
be directly observed. Moreover, most existing studies on
trip purpose labeling focus on trips extracted from GPS
traces with labeled training data (Bohte and Maat 2009;
Liao, Fox, and Kautz 2005), leaving the question what is
the limit of activity labeling accuracy for trip sequences ex-
tracted from CDR data and without labeled training data.
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Problem Definition
The notations and problems are defined as:

Notation: Mobile phone record r. A mobile phone record
contains user id, timestamp, longitude, latitude.

Notation: Activity a. In the current study, activities are
classified as home, work, leisure, shopping, other.

Notation: Stay S. A stay means performing an activity at a
fixed location. A stay has properties start time t̃arr, duration
δ̃ , and location l.

Notation: Stay Sequence. A stay sequence represents the
consecutive stays a person made in a day.

Problem 1. Stay sequence extraction. Filter out passing by
records (records made when a person is moving) and signal
hyperspacing in the records and estimate stay start time t̃arr,
duration δ̃ and location l for each extracted stay s.

Problem 2. Activity classification. Given the extracted
stay sequences and labeled travel survey data. Identify the
activity type a for each stay.

Problem 3. Activity clustering. When there is no labeled
training data, we want to cluster the stays into meaningful
categories based on properties such as stay start time, dura-
tion, nearby land use types, etc.

Methodology
Stay sequence extraction
In the first step we extract actual stay locations from cell
phone records and filter out passing by points. We consecu-
tively examines the cell phone records of a mobile device
in their temporal order and incrementally creates and ap-
pends clusters of phone records with small distances. The
arrival times and stay durations of the stays are estimated
based on the timestamps of the cell phone records and by
assuming constraints on the travel speed. Specifically, we
set spatial and temporal thresholds on the stay extraction to
filter out mobile signal jumps and records made when a per-
son is moving. The outputs of the algorithm are the expected
stay start time t̃arr, expected duration δ̃ , maximum duration
δmax, minimum duration δmin, and location l.

Bayesian classification method
The activity categories ”home”, ”work”, ”leisure”, ”shop-
ping”, and ”other” are denoted as number i = 1, ...,5. The
classification problem deals with assigning the activity a
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of a stay S to one of the numbers in i = 1, ...,5. We uti-
lize the start time t̃arr, duration δ̃ , location l of each stay
and transition probability P(i1, i2) between activities i1 and
i2 (i1, i2 = 1, ...,5) from the labeled training data to con-
struct the classifier. Among the 5 activity types, ”home” and
”work” have more distinct start time, duration and location
distributions, while the other three activities are harder to
distinguish based on these three features. Based on this char-
acteristic of extracted trips, we perform a stepwise classifi-
cation. The first step classifies the activities into ”home”,
”work”, and ”the rest” based on activity start time, dura-
tion and location. Then in the second step we further distin-
guish ”leisure”, ”shopping”, and ”other” while considering
the transition probability between activities. For example,
in an activity sequence H−a1−a2−W −a3−H, the first,
fourth, and sixth activities have been identified to be home
or work after step one. These activities divide the entire ac-
tivity sequence into blocks of unknown labels and then we
can decide the activity labels in each block simultaneously.

Markov random field clustering method
When there is no labeled training data for classification, we
can still reveal the spatial-temporal structure of activities by
performing clustering. For this we adopt a technique we first
introduced in (Widhalm et al. 2015) which combines differ-
ent properties of an activity such as activity start time, dura-
tion, location, and the number of visits to that location using
an undirected graphic model, Markov random field. The in-
puts are: vectors P = (p1, ...,pn) of land use shares in prox-
imity of the estimated locations; arrival times t = (t1, ..., tn);
stay durations δδδ = (δ1, ...,δn), and the sequence of stay lo-
cation indexes i = (i1, ..., in) which number consecutively
the distinct locations visited during a day. We define inter-
relations between the variables (P, t,δδδ , i) describing an ac-
tivity sequence as six cliques C1, ...,C6 with potential func-
tions φ1, ...,φ6 representing the relationships between:
• C1: prior probability of activity type A itself;
• C2: activity type A and land use type L ;
• C3: activity type A, starting time T and duration D of the

activity;
• C4: the activity type A and a binary indicator R that the

activity location is visited more than once during the day;
• C5: the activity type A and a binary indicator Up that the

activity is performed at only one unique location;
• C6: an indicator Ua that only one unique activity is per-

formed at location i j.
Given the unsupervised nature of the problem, we use an
EM (expectation-maximization) based learning scheme, to
fit the potential functions to the data.

Preliminary Results
To quantitatively show how the clusters from the MRF
method can be matched to the five survey defined classes,
we use a travel survey data as input to the trained MRF clus-
ter model and observe the confusion matrix in Table 1. The

entire table sums up to 100%. Overall speaking, 66.2% of
stays in the five clusters could be matched to their corre-
sponding survey classes.While in travel surveys, sometimes
activities are divided into three classes, ”home”, ”work”, and
”other”. If we use this simpler classification scheme, 93.9%
activities could be matched to their corresponding clusters.
While if labeled training data is available, in the Bayesian

Table 1: Confusion matrix between stay clusters C and sur-
vey activity classes

C 1 C 2 C 3 C 4 C 5
Home 35.4% 0.3% 0.1% 0.0% 0.1%
Work 0.2% 14.3% 0.8% 0.3% 1.2%
Leisure 0.7% 0.8% 2.5% 3.1% 6.0%
Shopping 0.1% 0.0% 1.8% 2.4% 5.2%
Other 0.7% 0.4% 7.9% 3.6% 11.8%

classification method. 79.4% of all the activities could be
correctly classified, as in shown in Table 2. More impor-
tantly, the classification accuracy of the confounding classes,
”leisure”, ”shopping”, ”other” increases dramatically to over
50%. They are 52.3%, 54.1% and 68.1% respectively.

Table 2: Confusion matrix between classified and real activ-
ity classes

C 1 C 2 C 3 C 4 C 5
Home 35.7% 0.1% 0.1% 0.0% 0.1%
Work 0.1% 15.1% 1.1% 0.2% 0.4%
Leisure 0.6% 1.2% 6.8% 1.9% 2.5%
Shopping 0.1% 0.1% 1.3% 5.2% 2.8%
Other 0.6% 0.8% 2.9% 3.4% 16.6%
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