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Abstract

The popularity of tagging systems provides a great oppor-
tunity to improve the performance of item recommendation.
Although existing approaches use topic modeling to mine
the semantic information of items by grouping the tags la-
belled for items, they overlook an important property that tags
link users and items as a bridge. Thus these methods can-
not deal with the data sparsity without commonly rated items
(DS-WO-CRI) problem, limiting their recommendation per-
formance. Towards solving this challenging problem, we pro-
pose a novel tag and rating based collaborative filtering (CF)
model for item recommendation, which first uses topic mod-
eling to mine the semantic information of tags for each user
and for each item respectively, and then incorporates the se-
mantic information into matrix factorization to factorize rat-
ing information and to capture the bridging feature of tags
and ratings between users and items. As a result, our model
captures the semantic correlation between users and items,
and is able to greatly improve recommendation performance,
especially in DS-WO-CRI situations. Experiments conducted
on two popular real-world datasets demonstrate that our pro-
posed model significantly outperforms the conventional CF
approach, the state-of-the-art social relation based CF ap-
proach, and the state-of-the-art topic modeling based CF ap-
proaches in terms of both precision and recall, and it is an
effective approach to the DS-WO-CRI problem.

Introduction

In recent years, tagging systems, such as Delicious (social
bookmarking), Last.fm (social music), Flickr (photo shar-
ing), and YouTube (video sharing), provide effective ways
for users to organize, manage, share, and search various
kinds of items (resources). For example, one may tag Lady
Gaga with “pop” and “female vocalist” when he listens to
her music on Last.fm. These valuable tags, which appear
along with the tagging and rating behaviors, strongly sug-
gest the need to use such information to provide personal-
ized recommendation services (Zheng and Li, 2011).

The increasing popularity of tagging systems has pro-
moted the development of recommender systems, especially
collaborative filtering (CF) approaches, in tagging systems.
So far, two main types of CF on tagging systems exist: tag
recommendation (Wang, Chen, and Li, 2013; Fang et al.,
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Figure 1: An example of tagging system. There is a rating
behind each tagging behavior, and we omit the ratings for
conciseness.

2015), which aims to recommend appropriate tags for items,
and tag-based item recommendation (Zhou et al., 2009; Xu
et al., 2011; Zhou et al., 2010), which focuses on recom-
mending similar users or items to the target user based on
tag and other information (e.g., rating).

Currently, a trend in the literature is the use of topic mod-
eling in CF to handle tag information (Agarwal and Chen,
2010; Wang and Blei, 2011; Purushotham, Liu, and Kuo,
2012; Wang, Chen, and Li, 2013; Chen et al., 2014). For
example, Wang and Blei (2011) proposed a collaborative
topic regression (CTR) model that can be used for tag-based
item recommendation. Chen et al. (2014) proposed another
item recommendation method that combined CTR with so-
cial matrix factorization (Ma et al., 2011) to make a better
prediction. However, the existing approaches just associate
tags with users or items, and overlook an important property
of tags that tags link users and items as a bridge, as what
ratings do. But tags can reflect the semantic correlation be-
tween users and items, which ratings cannot do.

When a user has tagged some items, these tags clearly
represent the user’s preference for the items. The more fre-
quently a tag has been used by a user, the more likely this
user is interested in the group of items that can be labeled
by this tag (Zheng and Li, 2011). Similarly, the more fre-
quently a tag has been given to an item by users, the more
likely this item matches the tag. Thus, tags contain the se-
mantic information of both users and items, not just one of
them.

A motivating example. Figure 1 depicts an example of a
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tagging system, which consists of three users (u1, u2, and
u3), four items (v1, v2, v3, and v4), and five tags (“algo-
rithm”, “journal”, “research”, “NBA”, and “Kobe”).

In this example, user u1 labelled item v1, and user u2 la-
belled items v2 and v3. Thus users u1 and u2 have no com-
monly rated items. We term this situation data sparsity with-
out commonly rated items (DS-WO-CRI). DS-WO-CRI is
a typical subset of the standard data sparsity problem (i.e.,
the known user-item actions are rare comparing with all the
user-item pairs). In DS-WO-CRI situations, the existing CF
approaches, e.g., PMF and CTR, cannot essentially recom-
mend item v1 to user u2 because they cannot capture any re-
lation between them. However, a good recommender system
should recommend items v2 and v3 to user u1 and recom-
mend item v1 to user u2, because in this example, users u1

and u2 are probably researchers on algorithms, and items v1,
v2, and v3 are probably related to algorithms.

The existing studies have shown that a user’s action on an
item, e.g., tag and rate, has already indicated this user’s in-
terests in this item, regardless of how the user rated this item
(Koren, 2008; Koren, Bell, and Volinsky, 2009). In other
words, a user implicitly expresses his preferences by voic-
ing his opinion through tagging and voting a (high or low)
rating (Koren, 2008). Thus, a user and the items that he has
tagged and rated tend to share similar latent features, and we
term it implicit preference in this paper. In the above exam-
ple, in particular, user u2 gives item v3 tags “journal” and
“research” and this not only shows that user u2 is likely to
be a researcher, but also indicates that item v3 is likely to be
a research journal or something related to it. Thus, seman-
tically, the latent features of user u2 and item v3 should be
similar to some extent.

However, the existing approaches fail to capture the se-
mantic correlation between users and items, and thus their
recommendation performance is limited, especially in DS-
WO-CRI situations.

Our proposal. To deal with the above mentioned DS-WO-
CRI problem, in this paper, we propose a novel CF model.
We first use topic modeling to mine the semantic informa-
tion of tags for each user and for each item respectively,
and then incorporate the semantic information into matrix
factorization to factorize rating information and capture the
bridging feature of tags and ratings between users and items
(i.e., implicit preference). As a result, our model captures
the semantic correlation between users and items, and can
recommend an item to a user if they have similar semantic
information, though they are in a DS-WO-CRI situation.

Contributions. The main contributions of our work are
summarized as follows: (1) We first point out the impor-
tant feature of tags, namely, they link users and items as a
bridge, outlining the semantic correlation between users and
items, and then we illustrate that utilizing this feature can
help deal with the DS-WO-CRI problem. To the best of our
knowledge, this is the first study in the literature to identify
this problem; (2) We propose a novel tag and rating based
CF model, which can capture the semantic correlation be-
tween users and items and thus can greatly improve the rec-
ommendation performance, especially in DS-WO-CRI situa-

tions. We also propose our parameter learning method based
on coordinate ascent algorithm. To the best of our knowl-
edge, this study is the first attempt in the literature to capture
the semantic correlation between users and items provided
by tags in tag-based item recommendation; (3) Experiments
conducted on two popular real-world datasets demonstrate
that our proposed model significantly outperforms the state-
of-the-art approaches in terms of both precision and recall.
The experiments also demonstrate that our proposed model
is an effective approach to the DS-WO-CRI problem.

Related Work
In this section, we review the existing item recommenda-
tion methods in tagging systems in three groups, including
(1) the conventional CF approaches, (2) the topic modeling
based CF approaches, and (3) the social relation based CF
approaches.

Based on the existing research (Shi, Larson, and Han-
jalic, 2014), the conventional CF approaches, which only use
user-item rating information to make recommendations, are
in two major categories: the memory-based CF (Deshpande
and Karypis, 2004) and model-based CF (Koren, Bell, and
Volinsky, 2009; Koren, 2008; Zhou et al., 2009; Xu et al.,
2015), both of which can be used to make recommendations
in tagging systems.

The conventional CF approaches, e.g., TagRec (Zhou et
al., 2009), cannot capture content (e.g., tag) information.
Thus, some hybrid approaches were proposed to combine
content-based approach and CF to do item recommendation
(Melville, Mooney, and Nagarajan, 2002) and (Basilico and
Hofmann, 2004). However, these methods take content sim-
ply as a vector of words, and thus cannot mine their seman-
tic information. To take advantage of semantic information
provided by content (e.g., tag), researchers use topic mod-
eling to improve recommendation performance. Agarwal et
al., proposed fLDA (Agarwal and Chen, 2010), which com-
bines RLFM (Agarwal and Chen, 2009) with latent Dirichlet
allocation (LDA) by assigning item factors through a richer
prior learnt from LDA. Both RLFM and fLDA incorporate
additional covariates that are obtained from additional meta-
feature information, e.g., user age and item category, which,
however, are out of the scope of this paper. Later on, Wang et
al. (Wang and Blei, 2011) proposed CTR to combine prob-
abilistic matrix factorization (PMF) (Mnih and Salakhutdi-
nov, 2007) with LDA (Blei, Ng, and Jordan, 2003) to make
recommendations. It has been proven in (Wang and Blei,
2011) that CTR performs better than fLDA in a similar set-
ting, since fLDA largely ignores the other users’ ratings.

Moreover, social information between users and between
items is considered valuable to improve recommendation
performance (Chen et al., 2013). First, user social informa-
tion is incorporated into conventional CF models (Jamali
and Ester, 2010; Ma et al., 2011). For example, Ma et al.
(2011) proposed Soreg to constrain the difference between
the user latent factors of connected users. Second, neigh-
bor user or item social information is incorporated into topic
modeling based CF models (e.g., CTR) to further improve
recommendation performance. For example, Purushotham,
Liu, and Kuo (2012) and Chen et al. (2014) proposed two
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models (i.e., CTR-SMF and CTR-SMF2) to incorporate user
social network into CTR to further improve item recommen-
dation performance. Wang, Chen, and Li (2013) proposed a
model to incorporate item social relationship into CTR to
further improve tag recommendation performance in social
tagging systems.

However, all the above approaches not only overlook the
semantic information between both users and items embed-
ded in tags, but also neglect the bridging feature of tags
and ratings between users and items (i.e., implicit prefer-
ence). Therefore, they cannot capture the semantic correla-
tion between users and items, and suffer from DS-WO-CRI
problem. To overcome these shortcomings, in this paper, we
propose a novel tag and rating based CF model, which can
capture the semantic correlation between users and items.
Hence, our model can help deal with the DS-WO-CRI prob-
lem and improve recommendation performance.

The Proposed Model–TRCF

In this section, we present a novel tag and rating based CF
(TRCF) model. We first formalize the tag-based item recom-
mendation problem and define notations. Then, we present
TRCF, which is a hierarchical Bayesian model. Finally, we
propose our parameter learning method based on coordinate
ascent algorithm.

Preliminaries

Assume that we have a set of users U = {u1, ..., uI},
who have labelled a set of items V = {v1, ..., vJ} with
a set of tags T = {t1, ..., tN} and a set of ratings R =
{R1, ..., RO}, where I, J, N, and O denote the numbers of
users, items, tags, and ratings, respectively. Each user-item-
tag-rating (U-I-T-R) observe data is a 4-tuple (ui, vj , Tij ,
Rij), where ui ∈ U, vj ∈ V, Tij is a set of tags that user
ui gives to item vj , and Tij ⊆ T. Rij is the rating that user
ui gives to item vj based on the extent to which he likes
the item and tags it at the same time; however, the user-
item (U-I) rating set R is typically of integers, e.g., in the
range [1, 5] in MovieLens. Let U ∈ RK×I denote the latent
user feature matrices, where the column vector Ui represents
the K-dimensional user-specific latent feature vector of user
ui. Let V ∈ RK×J denote the latent item feature matrices,
where the column vector Vj represents the K-dimensional
item-specific latent feature vector of item vj .

For tag and rating based item recommendation, given the
existing U-I-T-R 4-tuples, our goal is to predict the unknown
rating from a user ui to an item vj .

Tag and Rating based Collaborative Filtering

TRCF is a novel hierarchical Bayesian model, and its graph-
ical model is shown in Figure 2, where Nu and Nv denote
the number of tags for user ui and for item vj , respectively.
TRCF first groups the tags for each user and for each item re-
spectively, and then it uses latent Dirichlet allocation (LDA)
to mine the semantic information of tags for each user and
each item respectively (plotted in red in Figure 2). Finally
it incorporates these semantic information into matrix fac-
torization to factorize rating information (plotted in purple

j �
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Figure 2: Graphical model of TRCF. The LDA part is plotted
in red, the implicit preference part is shown in blue, and the
PMF part is plotted in purple.

in Figure 2) and capture the implicit preference provided by
tags and ratings (plotted in blue in Figure 2).

TRCF performs LDA on both the user side and the item
side, and thus can capture the semantic information for both
users and items, not just items as the existing works do. In
addition, in TRCF, when a user and an item are linked by
tags and ratings, their latent features are similar to each other
to some extent, which is referred to as implicit preference. In
contrast, the existing topic modeling based CF approaches,
e.g., CTR, CTR-SFM, and CTR-SMF2, assume users and
items are independent, and neglect the bridge feature of tags
and ratings between users and items. Thus, TRCF can cap-
ture the semantic correlation between users and items, and is
able to deal with the DS-WO-CRI problem. Assuming there
are K topics for both users and items, the generative process
of TRCF works as follows:

1. Mining semantic information of tags for users. For
each user ui,

(a) Draw topic proportions θi ∼ Dirichlet(αu);
(b) Draw user latent vector as Ui ∼ N (θi, λ

−1
u IK);

(c) For each tag winu of user ui,
i. Draw topic assignment zinu

∼ Mult(θi);
ii. Draw tag winu

∼ Mult(βzinu
);

2. Mining semantic information of tags for items, and
capturing implicit preference between users and
items. For each item vj ,

(a) Draw topic proportions θj ∼ Dirichlet(αv);
(b) Draw item latent vector as
Vj ∼ N (θj , λ

−1
v IK)×∏

i

IRijN (Ui, λ
−1
uv IK);

(c) For each tag wjnv
of user vj ,

i. Draw topic assignment zjnv
∼ Mult(θj);

ii. Draw tag wjnv
∼ Mult(βzjnv

);

3. Drawing the rating. For each user-item pair (i, j),

Rij ∼ N (Ui
TVj , c

−1
ij ).

In the above generative process, N (x|μ, σ2) is a Gaus-
sian distribution with a mean μ and a variance σ2, and IK
is an identity matrix with K rows and K columns. IRij is an
indicator function the value of which equal to 1 if user ui
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rated item vj , 0 otherwise. C is a rating confidence matrix
with element cij denotes the rating confidence. Please refer
to (Wang and Blei, 2011) for more details.

The parameter λu balances the contribution of user se-
mantic information provided tags and rating information to
the model performance. Similarly, the parameter λv bal-
ances the contribution of item semantic information pro-
vided by tags and rating information to the recommendation
performance. The parameter λuv balances the contribution
of implicit preference on model performance, i.e., the degree
of the latent feature similarity of a user and an item linked
by a rating and tags.

The conditional distribution of the observed ratings can
be formalized as

p (R|U, V, C) =
∏

i

∏

j

N (Rij |UT
i Vj , cij).

The user and latent vectors Ui and Vj are generated in a
similar way to CTR, which can be formalized as

p (U |λu) ∼
∏
i

N (θi, λ
−1
u IK),

p (V |U, λv, λuv) ∼
∏
j

N (θj , λ
−1
v IK)×

∏
i

IRijN (Ui, λ
−1
uv IK).

Given the U-I-T-R information, by using Bayesian infer-
ence, we can obtain the following equation for the posterior
probability of latent feature vectors of TRCF:

p (U, V |R,C, λu, λv, λuv)

∝ p (R|U, V,C) p (U |λu) p (V |U, λv, λuv) .
(1)

Parameter Learning of TRCF

Given topic parameters βu and βv , computing the full pos-
terior of Ui, Vj , θi, and θj directly is intractable. We use co-
ordinate ascent algorithm to learn the maximum a posteriori
estimates. Maximizing the posterior over the two latent fea-
tures with fixed hyper-parameters in Equation (1) is equiva-
lent to maximizing the following complete log likelihood of
U, V, θ1:I , θ1:J and R, given λu and λv:

L =− λu

2

∑
i

(Ui − θi)
T (Ui − θi)

− λv

2

∑
j

(Vj − θj)
T (Vj − θj)

−
∑
ij

cij
2

(
Rij − Ui

TVj

)2

+
∑
i

∑
nu

log

(∑
k

θikβk,winu

)

+
∑
j

∑
nv

log

(∑
k

θjkβk,wjnv

)

− λuv

2
IRij

∑
ij

(Ui − Vj)
T (Ui − Vj).

(2)

We omit a constant and set the Dirichlet priors αu = αv =
1. This function can be optimized by using coordinate as-
cent. That is, we fix βu and βv , and iteratively optimize

the MF variables Ui, Vj and the topic proportions θi and θj .
Specifically, we first update Ui and Vj , given the current es-
timate of θi, θj . We take the gradient of L in Equation (2)
with respect to Ui and Vj , and set it to zero,

∂L

∂Ui
= 0,

∂L

∂Vj
= 0. (3)

Solving the above equations will lead to the following up-
date equation,

Ui ←
(
V CiV

T + λuIK + λuv

∑
j

IRijIK

)−1

(V CiRi + λuθi + λuv

∑
j

IRijVj),

Vj ←
(
UCjU

T + λvIK + λuv

∑
i

IRijIK

)−1

(UCjRj + λvθj + λuv

∑
i

IRijUi),

(4)

where Ci is a diagonal matrix with cij , j = 1, ..., J as its
diagonal elements, and Ri = Rij

J
j=1 for user ui. For item

vj , Cj and Rj are similarly defined.
Equation (4) shows how parameters λu, λv , and λuv af-

fect the user latent feature and the item latent feature. A big-
ger λu corresponds to a bigger proportion of the user latent
feature from the user tags rather than the rating information.
Similarly, a bigger λv indicates a bigger proportion of the
item latent feature from the item tags, rather than the rat-
ing information. Also, a bigger λuv means a stronger con-
straint that the paired user and item linked by tags and rat-
ings should have a similar latent feature, i.e., implicit pref-
erence. From Equation (4), we can see that probabilistic ma-
trix factorization (PMF) and collaborative topic regression
(CTR) are all special cases of TRCF.

Then, we update the topic proportions θi and θj given
the current MF variables Ui and Vj . For θi, we first define
q (zinu

= k) = Φinuk, and then separate the users that con-
tain θi and apply Jensen’s inequality,

L(θi) ≥ − λu

2
(Ui − θi)

T (Ui − θi)

+
∑
nu

∑
k

Φinuk(logθikβk,winu
− logΦinuk)

= L(θi,Φi).

Here, Φi = Φinuk
Nu×K
nu=1,k=1. Obviously L(θi,Φi) is a

tight lower bound of L(θi), and we can use projection gra-
dient (Bertsekas, 1995) to optimize θi. The optimal Φinuk is
Φinuk ∝ θikβk,winu

. For θj , it is similarly updated.
As for βu, we update the same M-step for topics as in

LDA (Blei, Ng, and Jordan, 2003),

βkwi
∝

∑

i

∑

nu

Φinuk1[winu
= w].

For βv
1, it is similarly updated. After the optimal param-

1When using TF-CTR, a useful tactic is to fuse the user tags and
item tags as the input of LDA, which ensures that users and items
have the same semantic information in each element of K, that is,
to make βu = βv .
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Dataset users items tags user-tags-items ratings

Delicious 1,867 69,226 53,388 437,593 104,799
Lastfm 1,892 17,632 11,946 186,479 92,834

Table 1: Dataset description

eters U∗, V ∗, θ1:I∗, θ1:J∗, βu
∗, and βv

∗ have been learned,
our model can predict ratings:

Rij
∗ ≈ (U∗

i )
T
V ∗
j .

Experiments and Analysis

In this section, we introduce the experiments conducted on
two popular real-world datasets, which aim to answer the
following questions: (1) How does our model perform com-
paring the state-of-the-art approaches? (2) How does our ap-
proach deal with the DS-WO-CRI problem? (3) How do pa-
rameters λu, λv , and λuv affect the performance of TRCF?

Datasets

We use two real-world datasets in our experiments:
hetrec2011-delicious-2k (Delicious) and hetrec2011-lastfm-
2k (Lastfm) (Cantador, Brusilovsky, and Kuflik, 2011). Both
datasets have been widely used to conduct experiments in
tagging systems (Bellogı́n, Cantador, and Castells, 2013),
and they are described in Table 1.

For each of the two datasets, we consider a user rating for
an item as ‘1’ if the user has bookmarked (or listened) the
item; otherwise, the user rating for the item is ‘0’.

In our experiments, we split each dataset into three parts
— a training dataset (80%), a held-out validation dataset
(10%), and a test dataset (10%). We train our model on the
training dataset, obtain the optimal parameters on the vali-
dation dataset, and evaluate our model on the test dataset.

Comparison and Evaluation

As stated in related works, there are many kinds of recom-
mendation approaches, e.g., memory-based approach and
hybrid approach. Here, we compare the proposed TRCF
with the following three kinds of state-of-the-art approaches,
i.e., the conventional CF approach, the social relation based
CF approach, and the topic modeling based approach:

SVD++ (Koren, 2008) is a classic conventional CF ap-
proach that only uses U-I rating information.

Soreg (Ma et al., 2011) is a state-of-the-art social relation
based CF approach, which uses U-I rating and user social
information.

CTR (Wang and Blei, 2011) is a state-of-the-art topic
modeling based CF approach, which uses U-I-T-R informa-
tion similar to the 4-tuple used in TRCF.

CTR-SMF (Purushotham, Liu, and Kuo, 2012) combines
user social matrix factorization with CTR. It incorporates
additional user social information additional to the U-I-T-R
4-tuple used in TRCF.

CTR-SMF2 (Chen et al., 2014) improves CTR-SMF, and
it also incorporates user social information additional to the
U-I-T-R 4-tuple used in TRCF.
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Figure 3: Precision and Recall comparison with different M
and the best parameters of each method on Delicious.
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Figure 4: Precision and Recall comparison with different M
and the best parameters of each method on Lastfm.

Precision and Recall have been widely used as the metrics
to evaluate recommendation performance (Herlocker et al.,
2004). Thus, we use both Precision and Recall to evaluate
the recommendation performance, and note that the same
way of computing recall is also used in CTR, CTR-SMF, and
CTR-SMF2. For each user, Precision and Recall are defined
as follows:

Precision@M =
# items the user likes in Top M

M
,

Recall@M =
# items the user likes in TopM

# total items the user likes
,

where M is the number of returned items. We compute the
average of all the items’ precision and recall in the test
dataset as the final result.

Performance Comparison and Analysis

During the comparison, we have used the best parameters
for SVD++, CTR, and CTR-SMF that are set in CTR-SMF
(Purushotham, Liu, and Kuo, 2012), which uses the same
datasets. For each of Soreg, CTR-SMF2, and our model, we
have used grid search to obtain the best parameters.

Results: Figures 3 and 4 show the overall performance for
each recommendation approach on Delicious dataset and
Lastfm dataset, in which we set M = 10, 20, 30, 40, 50 and fix
the parameters of each approach to the best values. The re-
sults show that the conventional CF approach (i.e., SVD++)
and the social relation based CF approach (i.e., Soreg) have
the similar performance. The three topic modeling based CF
approaches (i.e., CTR, CTR-SMF, and CTR-SMF2) signifi-
cantly outperform SVD++ and Soreg, and also have similar
performance, which shows the importance of tag informa-
tion in recommendations.

Our proposed method, TRCF, significantly outperforms
each of SVD++, Soreg, CTR, CTR-SMF, and CTR-SMF2
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sub-dataset name LC1 LC2 LC3 LC4

DS-WO-CRI degree 20% 40% 60% 80%
users 1,837 1,709 1,718 1,706
items 11,584 8,018 7,650 7,431

Table 2: Statistics of each DS-WO-CRI sub-dataset

on the two datasets in terms of different M. Specifically,
on average, TRCF improves SVD++, Soreg, CTR, CTR-
SMF, and CTR-SMF2 by 46.75%, 39.74%, 8.62%, 8.78%,
and 8.65%, in terms of precision, and by 44.99%, 42.40%,
5.23%, 7.27%, and 4.21%, in terms of recall, on the Deli-
cious dataset. On average, TRCF improves SVD++, Soreg,
CTR, CTR-SMF, and CTR-SMF2 by 259.80%, 210.27%,
57.96%, 11.64%, and 23.85%, in terms of precision, and by
73.03%, 60.39%, 34.18%, 39.04%, and 28.12%, in terms of
recall, on the Lastfm dataset.

Analysis and summary: The comparison demonstrates the
effectiveness of our proposed method which captures the se-
mantic correlation between users and items. Experimental
results also indicate that though user social information (e.g.,
adopted in Soreg, CTR-SMF, and CTR-SMF2) can improve
recommendation performance, considering user and item se-
mantic correlation is a more effective way to improve item
recommendation performance.

DS-WO-CRI Experiments

All four topic modeling based CF approaches, including
TRCF, can improve recommendation performance by cap-
turing the semantic information of items. To study their ca-
pability of handing the DS-WO-CRI problem, we conduct
the following experiments.

We first randomly filter the original Lastfm datasets into
four sub-datasets based on the degree of DS-WO-CRI, and
each sub-dataset is described in Table . The degree of DS-
WO-CRI is defined as follows:

x% =
# users without commonly rated items

# total users
.

We then conduct comparison experiments on each of the
sub-dataset. Figure 5 shows that our model always achieves
the best performance under different DS-WO-CRI degrees.
The average improvements of our model over other three
topic modeling based approaches on LC1, LC2, LC3, LC4
are 49.67%, 75.81%, 345.77%, and 428.97% respectively, in
terms of precision, and are 33.94%, 65.00%, 383.63%, and
458.00% respectively, in term of recall. The experimental re-
sults show that a greater degree of DS-WO-CRI corresponds
to a higher improvement of our model against other models
on each of the two datasets.

Summary: The DS-WO-CRI experiments demonstrate the
effectiveness of our method in dealing with the DS-WO-CRI
problem: a greater degree of DS-WO-CRI corresponds to a
higher improvement of our model against other models. This
is due to the ability of our method to capture the semantic
correlation between users and items provided by tags.

Parameter Effect Analysis

Figure 6(a) shows the effect of λu and λv in Eq.(2) on
the performance of TRCF by fixing λuv = 0 on Lastfm.
We can see that TRCF achieves the best performance when
λu = λv = 10, which means that both user and item se-
mantic information contribute significantly to model perfor-
mance. Figure 6(b) shows how the performance of TRCF
is affected by parameter λuv in Eq.(2) on each DS-WO-CRI
sub-dataset with the best λu and λv . As we can see, the per-
formance of TRCF first increases with λuv and then starts
to decrease at a certain threshold. The best value of λuv on
LC1, LC2, LC3, and LC4 is 0.0001, 0.01, 0,01, and 0.1, re-
spectively. These results demonstrate that a greater degree of
DS-WO-CRI corresponds to a greater λuv . In other words,
the feature of bridging users and items by tags and ratings
(i.e., the implicit preference) is more important when the
DS-WO-CRI problem is severer, which explains why our
model performs well in severe DS-WO-CRI situations.

Conclusions

In this paper, we first introduce the DS-WO-CRI problem
that exists in item recommendation in real tagging systems.
Then, we present a novel tag and rating based CF model to
deal with this problem. The proposed model uses topic mod-
eling to mine the semantic information of tags for users and
items respectively, and incorporates the semantic informa-
tion into matrix factorization to factorize the rating informa-
tion and to capture the bridging feature of tags and ratings
between users and items. To the best of our knowledge, this
is the first attempt in the literature to introduce the DS-WO-
CRI problem and propose a model to deal with it. Finally,
the experiments conducted on two well-known datasets have
demonstrated that our model significantly outperforms the
state-of-the-art approaches in terms of both precision and
recall, especially in DS-WO-CRI situations.
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