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Abstract

In many personalised recommendation problems, there
are examples of items users prefer or like, but no ex-
amples of items they dislike. A state-of-the-art method
for such implicit feedback, or one-class collaborative
filtering (OC-CF), problems is SLIM, which makes rec-
ommendations based on a learned item-item similar-
ity matrix. While SLIM has been shown to perform
well on implicit feedback tasks, we argue that it is
hindered by two limitations: first, it does not produce
user-personalised predictions, which hampers recom-
mendation performance; second, it involves solving a
constrained optimisation problem, which impedes fast
training. In this paper, we propose LRec, a variant of
SLIM that overcomes these limitations without sacrific-
ing any of SLIM’s strengths. At its core, LRec employs
linear logistic regression; despite this simplicity, LRec
consistently and significantly outperforms all existing
methods on a range of datasets. Our results thus illus-
trate that the OC-CF problem can be effectively tackled
via linear classification models.

Introduction
Personalised recommendation systems are a core compo-
nent of many modern e-commerce services. Collaborative
filtering (CF) is the de facto approach to algorithmic recom-
mendation, based on extracted information from a database
of preferences for a collection of users (Goldberg et al.
1992). Most work on CF has considered the explicit feed-
back setting, where users express positive and negative pref-
erences for items in terms of ratings or likes/dislikes. By
contrast, in the implicit feedback setting, we do not have
explicit negative preference information. For example, con-
sider recommending items to users of an e-commerce web-
site, based on their purchase history. One can assume that a
purchase indicates a positive preference for an item. How-
ever, the lack of a purchase does not necessarily indicate
a negative preference; it may just be that the user is un-
aware of an item. Similar problems arise when modelling
users’ play counts of songs, viewing of videos, et cetera.
Implicit feedback scenarios are also referred to as one-class
collaborative filtering (OC-CF) problems (Pan et al. 2008;
Pan and Scholz 2009); we use the terms interchangeably.
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While there is a rich literature on OC-CF (discussed sub-
sequently), to our knowledge, all existing methods lack one
or more desiderata. For example, methods that do not em-
ploy learning (such as neighbourhood approaches) cannot
ensure full exploitation of available data. On the other hand,
amongst methods that employ learning (such as matrix fac-
torisation), it is common to employ learning objectives that
are non-convex, which limits the range of methods for effi-
cient global optimisation (if even possible); further, parallel
training of such models is challenging, due to strong cou-
pling between parameters.

SLIM (Ning and Karypis 2011) is a state-of-the-art
method for OC-CF problems. Unlike neighbourhood and
matrix factorisation approaches, SLIM is has a convex learn-
ing objective. While SLIM has been shown to perform well
on OC-CF problems, we shall argue that the method is hin-
dered by two limitations: first, it does not produce user-
personalised predictions, which hampers its predictive per-
formance; and second, it involves a constrained optimisa-
tion, which hampers fast training.

In this paper, we propose LRec, a variant of SLIM
that overcomes these limitations without sacrificing any of
SLIM’s strengths: LRec produces user-personalised recom-
mendations by training a convex, unconstrained, objective
which is embarrassingly parallelisable (i.e., without dis-
tributed communication) across users. Experimentation on a
range of real-world datasets reveals that LRec demonstrates
dramatically superior performance to SLIM, as well as other
more complicated approaches. At its core, LRec employs
linear logistic regression; thus, our results illustrate the (per-
haps surprising) level of effectiveness of simple yet powerful
linear classification models for OC-CF problems.

Background and Notation

Let U denote a set of users, and I a set of items, with
m = |U| and n = |I|. In one-class collaborative filter-
ing (OC-CF), we have a purchase1 matrix R ∈ {0, 1}m×n,
where Rui indicates whether user u purchased item i or not.
We use R:i to denote the indicator vector of each users’ pur-
chase of an item, and similarly Ru: to denote the vector of a

1We use the word “purchase” simply for the purposes of expo-
sition. The method described in this paper is equally applicable in
settings such as modelling users’ play counts of songs.
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user’s preference for each item. We denote by R(u) the set
of the items purchased by user u.

The goal in OC-CF is to learn a recommender, which for
our purposes is simply a matrix R̂ ∈ R

m×n of the same size
as R. We call R̂ the recommendation matrix. As the entries
are real-valued, for each user u, we can sort the entries of
R̂u: to obtain a predicted ranking over items. We evaluate
R̂ assuming we are in the top-N recommendation scenario
(Deshpande and Karypis 2004): here, the interest is in find-
ing R̂ such that the head of the ranked list for each user
comprises items she will enjoy.

The challenge in OC-CF is the lack of explicit negative
preference. A user not purchasing an item does not neces-
sarily indicate a negative preference: the user may simply
be unaware of the item. Henceforth, we say that (u, i) pairs
with Rui = 1 denote “known positive preference”, while
pairs with Rui = 0 denote “unknown preference”.

We now review some existing approaches to OC-CF. We
focus on approaches that rely only on information pro-
vided in R, and thus do not discuss approaches that ex-
ploit additional information, e.g. those that exploit an ex-
ogenous network amongst users or items (Yu et al. 2014;
Sedhain et al. 2014).

Neighbourhood methods

There are two broad types of neighbourhood methods. The
first type is item-based neighbourhood methods, where we
produce a recommendation matrix of the form

R̂ = RSI , (1)
where SI ∈ R

n×n is an item-item similarity matrix. The
second type is user-based neighbourhood methods, which
effectively operate on RT instead of R, producing a recom-
mendation matrix of the form

R̂ = SUR (2)
where SU ∈ R

m×m is a user-user similarity matrix. The
intuition for both types of method is simple: observe that in
item-based methods,

R̂ui =
∑

i′∈I
Rui′ · Si′i.

That is, for a user u, one scores an item i as the sum of i’s
similarity to all other items that u enjoys. A similar intuition
holds for user-based methods.

Typically, one chooses the similarity matrix S∗ as a prede-
fined function of R, such as cosine similarity (Sarwar et al.
2001; Linden, Smith, and York 2003): for item-based meth-
ods, this is given by

Si′i =
RT

:iR:i′

||R:i||2||R:i′ ||2 .
Other examples are the Pearson correlation, Jaccard coef-
ficient and conditional probability (Deshpande and Karypis
2004). It is typical to sparsify S by retaining only top-k sim-
ilar entries in the similarity matrix.

Recommendation performance can be quite sensitive to
the choice of S, and the choice generally depends on the
problem domain. Therefore, neighbourhood methods are un-
able to adapt to the characteristics of the data at hand.

Matrix factorisation

Matrix factorisation methods are the de facto approach to
collaborative filtering with explicit feedback. The basic idea
is to embed users and items into some shared latent space
(Srebro and Jaakkola 2003; Koren, Bell, and Volinsky 2009).
Formally, let J ∈ R

m×n
+ be some weighting matrix to be de-

fined shortly. Let � : R × R → R+ be some loss function,
typically squared loss �(y, ŷ) = (y − ŷ)2. Then, matrix fac-
torisation methods optimise

min
θ

∑

u∈U ,i∈I
Jui · �(Rui, R̂ui(θ)) + Ω(θ), (3)

where the recommendation matrix is2

R̂(θ) = ATB (4)
for θ = {A,B}, and the regulariser Ω(θ) is typically

Ω(θ) =
λ

2
· (||A||2F + ||B||2F )

for some λ > 0. The matrices A ∈ R
K×m,B ∈ R

K×n

are the latent representations of users and items respectively,
and K ∈ N+ the latent dimension of the factorisation.

In standard CF applications with explicit negative feed-
back, one typically sets (Koren, Bell, and Volinsky 2009)
Jui = �Rui > 0�, so that one only considers (user, item)
pairs with known preference information. In implicit feed-
back problems, this is not appropriate, as one will sim-
ply learn on the known positive preferences, and thus pre-
dict R̂ui = 1 uninformatively. An alternative is to set
Jui = 1 uniformly. This treats all absent purchases as in-
dications of a negative preference. The resulting approach is
termed PureSVD in (Cremonesi, Koren, and Turrin 2010),
and has been shown to perform surprisingly well in top-N
recommendation task for both explicit and implicit feedback
datasets (Cremonesi, Turrin, and Airoldi 2011).

As an intermediate between the two extreme weighting
schemes above, the WRMF method (Pan et al. 2008) sets
Jui to be

Jui = �Rui = 0� + α · �Rui > 0� (5)
where α assigns an importance weight to the observed rat-
ings. More sophisticated weighting schemes have also been
explored. In scenarios where there are multiple observations
for each (user, item) pair, (Hu, Koren, and Volinsky 2008)
considered a logarithmic weighting of these counts.

Bayesian personalised ranking (BPR)

An alternate strategy to adapt matrix factorisation to the im-
plicit feedback setting is the Bayesian Personalised Rank-
ing (BPR) model (Rendle et al. 2009). BPR optimises a loss
over (user, item) pairs, so that the known positive prefer-
ences score at least as high as the unknown preferences:

min
θ

∑

u∈U ,i∈R(u),i′ /∈R(u)

�(1, R̂ui(θ)−R̂ui′(θ))+Ω(θ), (6)

where �(1, v) = log(1+e−v) is the logistic loss, and R̂ is as
per Equation 4. Intuitively, this does not disallow high scores
for items with unknown preferences, but simply places these
scores below that of an item with a positive preference.

2We omit user- and item- bias terms for brevity.
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SLIM

SLIM (Ning and Karypis 2011) directly learns an item-
similarity matrix W ∈ R

n×n via

min
W∈C

||R−RW||2F +
λ

2
||W||2F + μ||W||1, (7)

where λ, μ > 0 are appropriate constants, and
C = {W ∈ R

n×n : diag(W) = 0,W ≥ 0}. (8)
Here, || · ||1 is the elementwise �1 norm of W which encour-
ages sparsity, and the constraint diag(W) = 0 prevents a
trivial solution of W = In×n. The nonnegativity constraint
offers interpretability, but (Levy and Jack 2013) showed that
it can be ignored without affecting performance. Given a
learned W, SLIM produces a recommendation matrix

R̂(θ) = RW.

Thus, SLIM can be seen as an item-based neighbourhood
approach where the similarity matrix S is learned from data.

The LRec Model
We now describe LRec, our approach to OC-CF based on
linear classification. Define a matrix X ∈ R

n×m by

X = RT ,

and, for each u ∈ U , define a vector y(u) ∈ {±1}n by:

y(u) = 2Ru: − 1.

Then, LRec solves

min
θ

∑

u∈U

∑

i∈I
�(y

(u)
i ,Xi:w

(u)) + Ω(θ), (9)

where � is some convex loss function, and θ = {w(u)}u∈U .
Each w(u) ∈ R

m, and so we can equivalently think of θ =
{W} for some W ∈ R

m×m, with w(u) = W:u. Given a
learned W, LRec produces a recommendation matrix

R̂(θ) = WTR. (10)

In the sequel, we will employ Ω(θ) = λ
2 ||W||2F . We shall

also choose � to be the logistic loss, �(y, v) = log(1+e−yv),
which we favour due to the existence of efficient solvers for
linear logistic regression, such as LIBLINEAR (Fan et al.
2008), and its suitability for estimating class-probabilities,
which we shall see is appropriate for OC-CF problems.

Equation 9 can be interpreted as a linear classification
model for each user u. For each such model, we have a
separate training example corresponding to each item in the
dataset. The feature vector for each item comprises the pur-
chase history for all users, including the one in considera-
tion3. The label for each item is simply whether or not the
user in consideration purchased it. Each Wuu′ can be seen
as a weight indicating the relevance of the purchases of user
u in predicting the purchases of the user u′.

The above assumes the use of a linear kernel for the under-
lying classification model. In principle, one could also use a
nonlinear kernel. However, we did not explore this owing to
the strong performance of linear logistic regression, and the
comparatively slower training of kernel methods.

3This is only done for the training purchases of each user.
Therefore, there is no leakage of test purchases into the model.

Properties of LRec

Several observations are worth emphasising at this point.
First, training of the model is highly parallelisable across the
users, as the weights w(u) do not depend on each other. Par-
allelisation may thus be conducted without distributed com-
munication. Further, the feature matrix X is identical across
all users u. Therefore, this matrix can be shared across all
such parallel executions of a per-user model, which is useful
on a multi-core architecture.

Second, the feature matrix for each model is highly
sparse: we expect that for most items, only a small fraction
of users will have purchased them. This means that the op-
timisation of each user’s model can be done efficiently, em-
ploying e.g. sparse matrix-vector computations. Also, when
m � n, optimising the dual objective reduces training time
significantly over optimising the primal.

Third, with a large number of users, we have a high-
dimensional feature representation, which introduces the ap-
parent risk of overfitting. Our use of �2 regularisation miti-
gates this issue. Further, observe that if we optimise the dual
objective, the effective number of parameters for each user
is simply the total number of items n, which may be consid-
erably smaller than m.

Fourth, the use of �2 regularisation is crucial beyond its
value in preventing overfitting. Recall that for each user u’s
model, that user’s purchase history is included as a feature.
Without regularisation, then, the solution to Equation 9 is
trivial: we simply let Wuu′ = 0 for all u �= u′, and let
Wuu → +∞. However, with �2 regularisation, such a solu-
tion is penalised. What is favoured instead is a spreading of
weight across other similar users.

Fifth, the objective in Equation 9 is strictly convex. There-
fore, there are no issues of local optima.

Sixth, in the model for each user, LRec treats unknown
preferences as negative examples. It appears that this falls
into the trap of suppressing preferences for items that the
user is unaware of. However, we can view the learning prob-
lem for each user as one of learning from positive and un-
labelled data. (Elkan and Noto 2008) proved a surprising
fact about learning from such data, namely, that for the pur-
poses of ranking, it suffices to simply treat the unlabelled ex-
amples as negative, and estimate class-probabilities. As we
are only interested in ranking performance for top-N rec-
ommendation, this justifies treating unknown preferences as
negative, provided we choose an � in Equation 9 that is capa-
ble of estimating class-probabilities, e.g. logistic (�(y, v) =
log(1 + e−yv)) or squared (�(y, v) = (1− yv)2) loss.

Relation to existing methods

We now contrast LRec to existing methods for recommen-
dation with implicit feedback. We shall argue that LRec is
the only proposed method (to our knowledge) that is learn-
ing based, with a convex objective that is efficient to train in
parallel, and which produces user-personalised predictions.

Relation to SLIM The model most closely related to
LRec is SLIM (Equation 7). To see the connection, observe
that we may rewrite SLIM as (see also (Ning and Karypis
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2011, Equation 4))

min
W∈C

∑

i∈I

∑

u∈U
�(y(i)

u ,X(i)
u: w

(i)) + Ω(W),

where C is as in Equation 8, �(y, v) = (y− v)2 is the square
loss, and the feature matrix X and label vector y(i) is

X = R ; y(i) = R:i.

LRec can thus be seen as a variant of SLIM where: (1) one
learns a user-user rather than item-item weight matrix; (2)
there are no constraints in performing the optimisation; and
(3) the target user is included when training each model. As
a result of these design choices, LRec has three main advan-
tages over SLIM.

User-focussed modelling. We can see SLIM as learning a
separate model for each item, where in each such model we
treat each user as a training instance, represented by their
purchase history. This is in contrast to LRec, which learns a
separate model for each user. While this difference appears
trivial, it is very important in the context of recommendation.

LRec ensures that its predictions are personalised to each
user: for each user, the model attempts to produce the best
possible ranking over items. By contrast, SLIM solves a sub-
tly different problem, namely, ensuring that for each item,
there is a good ranking over the users that would be in-
terested in it. That is, SLIM can be seen as optimising a
ranking for a fictional average user, and thus does not pro-
duce genuinely personalised predictions. Our experiments
demonstrate that personalising the results towards each user,
as in LRec, yield significant performance improvements.

Note that there may be recommendation scenarios where
user-focussed modelling is not possible due to limited feed-
back. For example, a news site may wish to recommend ar-
ticles to visitors without having any information about their
viewing or preference history. In these scenarios, item-based
recommendation may be superior. But in the many important
applications where users do provide sufficient amounts of
feedback, user-focussed modelling can be significantly more
accurate and useful.

Optimisation. With the choice of logistic loss, the un-
constrained LRec objective (Equation 9) can be optimised
via standard logistic regression solvers. By contrast, optimi-
sation of SLIM requires respecting the nonnegativity con-
straint on the weights, as well as performing �1 regularisa-
tion. The resulting optimisation is not as efficient as the un-
constrained version (Levy and Jack 2013), and thus LRec
can scale to larger datasets. This is illustrated in our results,
where SLIM is unable to run on a large real-world dataset
(the Million Song Dataset), unlike LRec.

Inclusion of target user. Another subtle difference be-
tween LRec and SLIM is the definition of the constraint set
C. In SLIM, the use of diag(W) = 0 is crucial, because
otherwise as noted we can just set W = I and attain zero
loss. However, such a solution will not be optimal when us-
ing logistic loss, as in LRec. Therefore, this means that the
constraint diag(W) = 0 is unnecessary. Dropping the con-
straint is beneficial from the perspective of parallelisation, as
we can share the feature matrix X across multiple models.

Relation to neighbourhood methods As item-based
neighbourhood approaches are subsumed by SLIM, the
above advantages of LRec over SLIM apply to such meth-
ods as well. Compared to user-based neighbourhood meth-
ods, LRec uses a similarity matrix that is learned from data:
the weight matrix W learned by LRec is a user-user similar-
ity matrix, chosen so as to optimise recommendation perfor-
mance for each individual user.

Relation to matrix factorisation Compared to matrix
factorisation approaches, LRec does not involve projection
of users and items into a shared latent space. However, we
can interpret factorisation approaches as follows. Consider
WRMF with Jui = 1 uniformly. Then, the optimal solution
for the item latent factors is clearly

B = (AAT + λI)−1AR.

This means that the factorisation equally predicts

R̂ = SR,

where S = AT (AAT + λI)−1A is a rank K matrix. (A
similar analysis was performed in (Hu, Koren, and Volinsky
2008).) Thus, we can view matrix factorisation as solving a
surrogate to

min
W∈C

∑

u∈U

∑

i∈I
�(y

(u)
i ,Xi:w

(u)) + Ω(W),

where C = {W ∈ R
m×m : rank(W) = K}. There are three

main advantages to LRec over such approaches.
Convexity of objective. Matrix factorisation imposes the

constraint that the weight matrix is rank K. This can be
viewed as performing reduced rank regression. While a low-
rank assumption is plausible, it makes the resulting optimi-
sation non-convex. By contrast, LRec allows S to be full-
rank, and uses an �2 penalty to prevent overfitting, resulting
in a strongly convex objective.

Parallelisation w/o distributed communication. Matrix
factorisation models can be trained via alternating least
squares (ALS) (Koren, Bell, and Volinsky 2009). For a fixed
set of item latent features B, we can learn the user latent
features A by performing least squares using a design ma-
trix X = B and, for each u ∈ U , a target vector y(u) = RT

u:.
As in LRec, this operation can be parallelised across users.
However, when it comes to learning the item latent features,
all distributed nodes must send their estimates of A to a cen-
tral source. As ALS typically requires several such alterna-
tion iterations, this communication may become expensive.
In LRec, such distributed communication is not required:
both learning and recommendation for all users can be done
completely independently.

Richer model class. Matrix factorisation considers weight
matrices W that are low-rank. This might induce underfit-
ting if one does not choose sufficiently many latent features
K in the factorisation. As LRec does not constrain W ex-
plicitly, but instead merely penalises its Frobenius norm, it
employs a richer model class. As we shall see in our experi-
ments, this endows LRec with better predictive performance.

232



Incorporating side-information

As a final comment, we note that it is easy to incorporate
any side-information in the form of feature vectors for users
and items into LRec. Suppose each item has a feature vector
v ∈ R

d. Let V ∈ R
n×d denote the matrix of features for all

items. Then, we can use exactly the same core LRec model
as Equation 9, but change the feature representation to

X =
[
RT V

] ∈ R
n×(m+d).

The learned weights are now W ∈ R
m×(m+d), so that for

each user we additionally learn affinities to the item features.

Experimental Evaluation

We now report experimental results of LRec against com-
peting methods on a number of implicit feedback datasets.

Methods compared

We compared LRec trained with the logistic loss (Equation
9) to a number of baselines:
• Recommending to each user the most popular items

they have not purchased (Popularity).
• User- and item-based nearest neighbour (U-KNN and

I-KNN), using the best performing of the cosine simi-
larity and Jaccard coefficient to define S.

• PureSVD of (Cremonesi, Koren, and Turrin 2010).
• Weighted matrix factorisation (WRMF), Equation 3.
• Logistic matrix factorisation (LogisticMF), as per

Equation 3 with the weights Jui = �Rui > 0�, and
� being the logistic loss.

• Bayesian Personalised Ranking (BPR), Equation 6.
• SLIM, as per Equation 7. For computational conve-

nience, we used the SGDReg variant (Levy and Jack
2013), which removes the nonnegativity constraint.

• Two variants of LRec, one which uses square rather
than logistic loss (LRec+Sq), and one which addi-
tionally employs �1 regularisation and nonnegativity of
weights (LRec+Sq+�1+NN). The weight constraints in
the latter approach are as employed by SLIM.

For the neighbourhood methods, we tuned the neigh-
bourhood size from {10, 20, 40, 80, 120, 160, n/m}. For
methods relying on a latent dimension K, we tuned
this from {10, 20, 40, 80, 120, 160}. For methods rely-
ing on �2 regularisation, we tuned this from λ ∈
{1000, 100, 10, 1, 0.1, 0.01, 0.001, 0.0001}. For WRMF, the
weight α (Equation 5) was tuned from {1, 5, 10, 20, 40, 80}.

Datasets used

We evaluated all methods on four datasets: (a) ML1M,
the MovieLens 1M dataset, (b) KOBO, an e-book purchase
dataset from Rakuten Kobo Inc.4, (c) LASTFM, a song play
count dataset from LastFM (Celma 2008), and (d) MSD,
the Million Song dataset (Bertin-Mahieux et al. 2011). For
ML1M, we binarised ratings of 4 and 5 to be positive pref-
erences. For the LASTFM and MSD datasets, we binarised
by setting all nonzero playcounts to 1. Table 1 summarises
statistics of these datasets.

4http://www.kobo.com

Table 1: Summary of datasets used in evaluation.

Dataset m n |Rui > 0|
ML1M 6,038 3,533 575,281
KOBO 38,868 170,394 89,815
LASTFM 992 107,398 821,011
MSD 1,019,318 384,546 48,373,586

Evaluation protocol

For the ML1M and LASTFM datasets, we estimate perfor-
mance based on 10 random train-test splits, similar to (Pan et
al. 2008; Johnson 2014). For each split, we remove a random
20% subset of all (user, item) pairs (regardless of whether
purchased or not), and place them in the test set. We then
make predictions using the training set, and evaluate the per-
formance against the test set. We report the mean test split
performance, along with standard errors corresponding to
95% confidence intervals. To evaluate performance, we re-
port Precision@20 (averaged across all test fold users), and
mean average precision (mAP@100).

For KOBO, we followed the above except using tempo-
rally divided train and test splits. In each split, the training
set includes all purchases prior to a specific date, and the test
set all purchases in the following week.

For MSD, we use the provided training set to learn all
models. We evaluate performance on 10 random subsets of
the provided test set. In each such random subset, we pick
500 random test users to evaluate performance on.

Tables of Results

The experimental results (Table 2) indicate the following:
• LRec and LRec+Sq consistently outperform all exist-

ing methods by a statistically significant margin. In
terms of the mAP@100 score, the % improvement over
the next best existing method is 3.4% on ML1M, 7.7%
on KOBO, 11.5% on LASTFM, and 14.2% on MSD.

• LRec+Sq consistently outperforms LRec+Sq+�1+NN.
This suggests that the constraints on W and �1 regular-
isation (as imposed by SLIM) are harmful for retrieval.

• On all but the ML1M dataset, the number of (test)
users is significantly fewer than the number of items.
Therefore, methods that are item-focussed tend to
strongly underperform. For example, on the LASTFM
dataset, the otherwise competitive SLIM method per-
forms much worse than all other methods.

• Amongst the matrix factorisation methods, WRMF per-
forms the best in all datasets, and is competitive with
the neighbourhood methods. The better performance
of LRec suggests that the rank restriction of WRMF
makes the model under fit to the data.

• BPR generally underperforms, likely since it optimises
AUC that does not target the head of the ranked list.

• The scale of MSD is challenging: several methods, in-
cluding WRMF and SLIM, did not finish running in
a day5. Compared to similarly scalable neighbourhood
methods, LRec’s performance is significantly superior.

5LRec was executed in a parallel environment, whereas the
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Near cold-start recommendation

Table 2 summarises retrieval performance across all users.
However, different users will have rated different numbers of
items. It is of interest to see how LRec compares to baselines
as a function of the numbers of ratings provided by a user.
To do this, we segment users on the ML1M dataset based on
the 1%, 25%, 50%, 75% and 99% quantiles of the number
of training ratings. For each segment, we then plot the %
improvement in terms of Prec@20 of LRec over WRMF.

Figure 1 shows the improvements of LRec across these
segments. We see that, reassuringly, LRec is significantly
superior to WRMF over all user segments. Of interest is that
we see dramatic improvements in Prec@20 for LRec over
WRMF for users with a small number (1 – 6) of ratings.
This shows that LRec is especially useful in near cold-start
recommendation scenarios.
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Figure 1: Improvement in Prec@20 of LRec over WRMF
for varying number of training ratings, ML1M dataset.

Case-study

We now study the qualitative impact of the above perfor-
mance gains. On the ML1M dataset, we compare the top 10
recommendations generated by LRec and WRMF for a user
with relatively few training ratings (16). Table 3 shows a se-
lection of this user’s preferred movies on the training set,
as well as the resulting recommendations. We see that the
user’s training preferences are towards sci-fi movies, which
are picked up by both WRMF and LRec. However, we see
that more specifically, the user enjoys “B-grade” Hollywood
sci-fi movies, often themed on “alien invasion”, with movies
such as “It Came from Beneath the Sea”. This is not picked
up by WRMF, which recommends more “cerebral” sci-fi
movies such as “2001”. By contrast, LRec successfully cap-
tures all three preferred movies in the user’s test set.

The above illustrates a general phenomenon: LRec can
produce accurate recommendations for non-mainstream
users, i.e. users whose preferences are for items that are
not popular. As an analogue to Figure 1, Figure 2 shows the
% improvement in Prec@20 scores for LRec over WRMF,
where users are segmented according to the average popu-
larity of their training set movies. Here, the popularity of

other baselines were run on single machines. Hence, it is not mean-
ingful to directly compare runtimes of LRec and other methods.
But the ability of LRec to be parallelised with ease accounts for its
ability to scale to datasets such as MSD.

a movie is simply the number of training purchases of the
movie. We see that for non-mainstream users, LRec achieves
significant improvement over WRMF. This illustrates that
LRec captures user preferences at a finer granularity.
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Figure 2: Improvement in Prec@20 of LRec over WRMF
for users with varying average popularity of their training
set movies, ML1M dataset.

Conclusion

We propose LRec, a variant of SLIM for OC-CF problems
based on linear classifiers, where we identify and address
key limitations of SLIM. LRec has several desirable proper-
ties such as being learning-based, yielding a convex optimi-
sation objective, producing user-personalised recommenda-
tions, and being embarrassingly parallelisable. Experiments
on a range of datasets show that LRec significantly outper-
forms existing state-of-the-art methods for OC-CF.

An important avenue for future work is exploring tech-
niques to further scale LRec and reduce its memory burden
when dealing with a large number of users.
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